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Abstract

Recent year a rapid development and widespread apphtion of mobile ad hoc networks suffer from sectity
attacks and privacy issues which dramatically imped their applications. To cope with the attacks, aakge
variety of intrusion detection techniques such aswhentication, authorization, cryptographic protocols and key
management schemes have been developed. Clusterimgthods allow fast connection, better routing and
topology management of mobile ad hoc networks (MANE). This paper, we have introduced new mechanism
called Energy Efficiency and Secure Communication @tocol (EESCP) is to divide the MANET into a set 62-
hop clusters where each node belongs to at leasteocluster. The nodes in each cluster elect a leadsode (cluster
head) to serve as the IDS for the entire cluster. o balance the resource consumption weight based b
election model is used, which elected an optimal leection of leaders to minimize the overall resoure
consumption and obtaining secure communication usindiffie-Hellman key exchange protocol.

Keywords: Security; Leader election; EESCP; Mobileadhoc networks.

1. Introduction that have a higher energy and less mobility astetus
) ] ~ heads, then periodically monitors the cluster-heads
Mobile Ad hoc Networks have no fixed chokepointgnergy and locally alters the network topology be t

/bottlenecks where Intrusion Detection Systems @DSc|ysters to increase the network lifetime by redgdhe
can be deployed [1], [2]. Hence, a node may neeuito energy consumption of the suffering cluster-heads.

its own IDS and cooperate with others to ensure@r#§¢  Tomas Johansson and Lenka Carr-Moty ckov'a [5] have
[3L.[7]. This is very inefficient in terms of resme hopnosed a On Clustering in Ad Hoc Networks. It emk
consumption since mobile nodes are energy-limiléw® it possible to define a limit for the maximum siziethe
leader-IDs election process can be either randdnoi8 ¢j,sters as well as the maximum number of hops étw
based connectivity model (CM) [9]. Both approach#s 4 node and its clusterhead. The algorithm presemsee

to reduce the overall resource consumption of ID¢e pas a time Complexity of O@)Sonia Buchegger, jean-
network. However, we notice that nodes usually hawges Boudec [6] have proposed Performance Analykis
different remaining resources at any given timejcvh coONFIDENT Protocol Cooperation of Nodes — Fairness
should be taken into account by an election sch®F |y pynamic Ad-hoc Networks. This protocol aims to
In random model and connectivity index-based apfiToagetecting at detecting and isolating misbehavingeso

some nodes will die faster than others, leading Inss in - anq recognizes the special requirements of MANET.
connectivity and potentially the partition of netko

Although it is clearly desirable to balance theorese 3
consumption of IDs among nodes, this objective is’
difficult to achieve since the resource level is firivate ]
information of a node. Moreover, even when all emd A- Clustering

can truthfully reveal their resource levels, it eens a Clustering is an important research topic for MANET
challenging issue to elect an optimal collectiorleafders because clustering makes it possible to guaranase b
to balance the overall resource consumption withojdvels of system performance, such as throughpdt an

Proposed Methodology

flooding the network. delay, in the presence mobility and a large nurmifer
mobile nodes. In a clustering scheme[12] the mobile
2. Related Work nodes in a MANET are divided into different groupsd

they are allocated geographically adjacent into ghme
Haidar Safa and Omar Mirza, and et.al [4] have psed cluster according to some rules with different hebes
A Dynamic Energy Efficient Clustering Algorithm forfor nodes included in a cluster from those excluftech
MANETSs. The proposed algorithm elects first the emd
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the cluster. Some clustering schemes may cause #aeh node, through the mechanism calculates thergur
cluster structure to be completely rebuilt over tieéwork energy level of nodes in clusters. Using nodes ggner
when some local events take place, e.g. the movieanenlevel, EESCP mechanism elect most cost efficiederas
“die” of a mobile node, resulting in some clustextige- leader node. Reputation system used to monitor the
election (re-clustering). behavior of leader node and compares the leadegsnod
current energy level with predefined threshold ealu

Nod : . o
Crzafion and using this threshold check we identify the leadeden
Cluster Performance having enough energy to run IDs or not. If the E¥atbde

formation evaluation energy is less than a predefined threshold loadele n
exclude from the cluster service.

A

A
: Analyses Cost P Update table for
Reputation Secure packet analysis | node’senergy
; system/ transmission >
Mechanism | - : .
design leader Routing in each nodes 'y
election
A A 4
EESCP
Mechanism
Analyses packet| -
transmission 4
Reputation
Figurel: Block diagram of proposed system
System

1) EESCP based clustering

The EESCP based cluster mechanism form the clusters Figure2: Mechanism design

with 2-hop neighboring nodes which is reduce thenlner _ _

of clusters and leader nodes. The node having &ighé) Cost of Analysis Function

energy of a cluster is called cluster head which Buring the design of the cost of analysis functitime

responsible for managing the cluster. A node in €EES following two problems arise: First, the energydevs

can be one of the following roles: (1) cluster he@®) considered as private and sensitive informatiocoBe, if

member node, (3) border node. One-hop neighbotiseof the cost of analysis function is designed onlyemis of

cluster are called Member nodes. Border nodeshmset nodes energy level, then the nodes with the lowgne

nodes at the edge of the cluster (i.e., two hopsyadwom level will not be able to perform cluster servidée cost

the cluster head). In this mechanism we could aehieof analysis is designed based on the energy vahee,

prolong the network life time and also reduce thating expected number of time slots that a node wantstay

overhead. alive in a cluster. Each node energy level is updiaising
below calculation

2) Setup Phase

Each node in a MANET starts as a free node and Current energy = Last update of energy — no. of
calculates its connectivity from their 2-hop radnesarest packets transmitted per node — energy consumption f
nodes in the network. After forming cluster highefunning IDs

connectivity node act as cluster head in the finsé slot,

then the nodes battery level is calculated and dsigh The lifetime of a node can be divided into timetslo

battery level node is selected as head. Each node i is associated with an energy levelpenby
Ei, and the number of expected alive slots is dcehdiy
3) Cluster Maintenance nTi. Based on these requirements, each node i pas/er

In MANET, due to nodes mobility the cluster struetu factor PFi = Ei / nTi.

may change in every time, when a new cluster iséaf, 2 El he hiah d
the 2-hop neighbor nodes inform their presencguster )_ ect the highest energy node
head, so that the cluster head can maintain theldgjgal Using the cost analysis function node’s currentrgye

information of the cluster. level is calculated, we assume that each nodeiffasedt
energy level at different time interval which isnstder as
B. Mechanism design private information. We defined EESCP mechanism to

find a largest energy level node in the clustelis Thodel
guarantees that truth-telling is always the dontinan
strategy for every node during each election ph@sethe
ther hand to find the globally optimal cost-eféiat node
s leaders. 2-hop cluster has higher number of :node
ompared to 1-hop cluster; it increases the contiputa
time to finding highest energy level node in thastér.
263

The model guarantees that truth-telling is alwalye t
dominant strategy for every node during each ealacti
phase. On the other hand to find the globally ogticost- o
efficient node as leaders. This mechanism desidj [Ja
analyses the packet transmission and receptionhef £
node, using this, it calculates the energy consiompdf
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EESCP mechanism works like divide and conquerService-table (k): The list of all ordinary nodelkpse

method, it decrease computation time. voted for the leader node k.
Algorithm for Finding Largest Energy Level node in
Cluster: * Nodes energy level update-table(k): The reputatiidle
of node k. Each node keeps the
Step 1
If (participation node’s are even)  Leadernode(k): The ID of node k's leader. If nddes
Split into two half's running its own IDS then the variable contains k. A
Else boolean variable that sets to TRUE if node k igader
Round the first half of nodes into and FALSE otherwise.
nearest maximum integer value, remaining nodes
are placed in second half. Algorithm for Initialize the election process:
Step2: Repeat until n/2=0 (or) n/2=0.5=>1 ifh(receivedHeIIo from all neighbors)
then

Step3: Compare the node energy level its next aode
low energy level node is not allowed to participadst
round

SendBegin-Election(IDk, costk);
else if
(neighbors (k)=9)

Step4:Repeating step 3, In ((n/2) +1) th round we obtafh"
highest energy level node in the network or cluster end if

Assume Cluster has 10 nodes, fig3 shows, how tigesa On expiration of T1, each node k checks whether

energy level node is selectédto 10 consider as nodelt has received all the hash values frpm its nengsb
energy value. Some clusters have a single node so it does netveec

Hello message from its neighbors, this algorithtoves

[ [ [ o omoe o o as eader

Algorithm for every node in the cluster sends vote
message to highest energy level nodes:

if (v n_neighbor(k)3 i _n:ci<cn)

then

Launch IDS.

send Vote(IDk, IDi, costj_=i);
leadernode (k¥ i;
end if

Begin-Election to verify the cost of analysis fdt the
nodes. Then node k calculates the least-cost \aheng
its neighbors and sendtefor node i as in Algorithm 2.
The Votemessage contains the J&f the source node, the
ID; of the proposed leader. Then node k sets nodets as
leader in order to update later on its energy valume
slot 2 computations are start to finding leaderenod

Algorithm for the leader to broadcast its energyedieand
confirmation of its leadership:

Figure3: Electing high energy node

Leader(i) := TRUE;

3) Leader election algorithm Compute energy, Pi;

To design the leader election algorithm, the follogv updateerice-table()
requirements are needed: (1) to protect all theesdd a Updat%putapon-tame(i)
network, every node should be monitored by a lea@r Acknowledge = Pi + all the votes;
To balance the resource consumption of IDS servie, Send Acknowledge (i);

overall cost of analysis for protecting the whoktwork ~Launch IDS.

is minimized. To start a new election, the electiohhe Acknowledgemessage contains the energy level of
a|gorithm uses four types of messages. He"oy ljBﬁd nodes and the votes the leadeceived. The leader then

every node to initiate the election process; Begjgstion, launches its IDS.

used to announce the cost of a node; Vote, seetvbry

node to elect a leader; Acknowledge, sent by thddeto C. Adding a new node

broadcast its payment, and also as a confirmatfoitso \when a new node is added to the network, it either
leadership. For describing the algorithm, we use thunches its own IDS or becomes an ordinary nodeypf
following notation: leader node. To include a new node to the IDS seyvi
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four messages are needed: Hello, Status, Join af®) Clusterhead shares it secret value to itsreenti
Acknowledge. Hello is sent by a new node n to anaeu member’s.
its presence in the network.

(4) Communication between two nodes, which are

Algorithm for joining new node in cluster: located in different cluster.
if (leader(k) = TRUE) then
| Status= Cosk; 5. Performance Evaluation
else
Status= leadernode(k) The main objective of simulation results is to stutle
end if; effect of node selection for IDS on the life of afides. To
send Status(k, n); show the negative impact of selfish node, condubhex
experiments: Time taken for the first node to died a
D. Removing a node percentage of packet analysis. Besides, use theniob

When a node is disconnected from the network due rpetncs to evaluate algorithm against others: Feage of

many reasons; such as, mobility or battery depietioen alive nodes, energy level of nodes, percentageaddr

. ' node, average cluster size, maximum cluster siz¢ an
the neighbor nodes have to reconfigure the network. : .
number of single node clusters. The experimentse hav

been conducted in both static and dynamic networks.

Algorithm for remove the node from cluster: Initially, randomly assign 60 to 100 joules to eacide.

if (leadernode(k) = n)

then leadernode(k):= NULL; A. Simulation Environment
updatenergfK); To implement the models, we modify the energy maadlel
send Begin — Election as in Algorithm 1; measure the effect of running IDS. We assume that t
end if; energy required for running the IDS for one timet €ls
if (leader(k) = TRUE) then 10 joules. We ignore the energy required to livel an
if (n L service(k)) then transmit packets to capture the silent aspect & th
updatgenicd); problem. We set the transmission radius of eacle riod
end if; 200 meters. Two nodes are considered as neighbors i
end if; their Euclidean distance is less than or equal @0 2
meters.
4. Secure Routing
Parameter Value
The main drawback in MANET is lack of security. In | simuation time 350secs
EESCP we using Diffie —Hellman key exchange
protocol[13] to improve the security .Through this can | Simulation area 500500
able to reduce the overload and avoid time Number of nodes 20,30,40,50
synchronization problem. It uses two public known —
numbers: a prime number g and an integéat is prime | 'ransmission range 200m
root of g. If two nodes A,B want to communicatedadA Movement model Random waypoint model
ielect random integer valuesX g then computes ¢ o Pause time 200sec
amodq. :
Traffic type CBR/UDP
Similarly node B selects X and computes ¥'In each Packet rate 4 packets/sec
node X value is kept as private value and Y value
broadcasted publicly, the node A computes key ag' 20sec

K=(Yg)*amod g and userB computes the key as

K=(Y »)*s mod q. This algorithm produced identical resulfwo nodes are considered as neighbors if theiritiemh

for two nodes which exchanges a secret values. distance is less than or equal to 200 meters dBsesive
deploy different number of nodes, which varies frddnto

The following security services are provided focige 50 in an area of 500 x 500 square meters. It hadp

communication. measure the performance of the nodes from sparse
networks to dense networks.

(1) Nodes authentication within the cluster

(2) Nodes communication within the cluster. Itigided

into two cases. In the first case communicatiorwbeh

the nodes within coverage range and in second tese,

communication is carried out through the interratai
nodes i.e., nodes in out of coverage range.
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6. Result Average Cluster Size
Tablel: Energy Level Of nodes 1
No.of nodes &1
Models T35 73[ 4] 5] 6] 7] 8] 9 87
CM 17 0 0 78 0 50 78 0 0 g 5 @cMm
CILE 24 | 24| 25| 26| 26/ 27 27 26 2/ 3 2] B CILE
EESCP| 26| 26 27 28§ 28 2 28 27 P8 % al O EESCP
1
Energy Level Of Nodes 0 - —
20 30 40 50
90 No. of Nodes
80 -
_ 701 Figure6: Average Cluster Size
2 60 4
E 50 4 ocMm .
3 404 B CILE Table4:Computation delay
g 301 SEESCR Models No.of. nodes
207 5 10 15 20
e CILE 5 10 15 20
1 2 3 4 s s 7 8 o EESCP 4 6 9 11
No. Of Nodes
Computation Delay
Figure4: Energy Level Of nodes
25 -
EESCP model is able to balance the resource cortiamp | 20
among all nodes. Comparing Connectivity and Clust¢ E 15 ]
independent leader election model (CILE). & B CILE
5 10| W EESCP
Table2: Percentage of Leader node 2 5 ]
Models No.of. nodes
20 30 40 50 0 -
CM 3 4 4 4 5 10 15 20
CILE 1.2 1.1 1 0.9 No. Of Nodes
EESCP 1 0.9 0.9 0.8

Figure7: Computation delay

Percentage Of Leader Node

Compare the computation delay of CILE, EESCP for
4517 different number of nodes, EESCP model find a high

3_;: energy level node in less number round, so thiseahod
3 — reduce the computation delay.
257 B CILE .
15 ] oeesce| 5. Conclusion
11 The Unbalanced resource consumption of IDs in MANET
O'i: ‘ ‘ ‘ and presence of selfish nodes are the two important
20 30 40 50

problems in Mobile Adhoc Network. It is solved bging
No. of Nodes EESCP based cluster formation algorithms and leader
Figure5: Percentage of Leader node election mechanism. This model is able to proldmlife
time of MANET, decrease the percentage of leaddesp
The Percentage of Leaders for EESCP model is lgaaximize the cluster size and decreases the cotignuta
compared to the connectivity and cluster independegelay.
leader election model.

Leader Node
N
.
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